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A B S T R A C T

Detection Transformer (DETR) and its variants have emerged a new paradigm to object detection, but their high
computational cost hinders practical applications. By investigating their essential components, we found that
the transformer-based head usually occupies a significant amount of computation. Through further comparing
heavy and light transformer heads, we observed that both heads produced satisfactory results for easy images
while showing a noticeable difference for hard images. Inspired by these findings, we propose a dynamic
head switching (DHS) strategy to dynamically select the proper head for each image at inference for a better
balance of efficiency and accuracy. Specifically, our DETR model incorporates multiple heads with different
computational complexity and a lightweight module which selects proper heads for given images. This module
is optimized to maximize detection accuracy while adhering to the overall computational budget limitations.
To minimize the potential accuracy drop when executing the lighter heads, we propose online head distillation
(OHD) to improve the accuracy of the lighter heads with the help of the heavier head. Extensive experiments
on the MS COCO dataset validated the effectiveness of the proposed method, which demonstrated a better
accuracy–efficiency trade-off compared to the baseline using static heads.
. Introduction

Existing object detection methods could be roughly classified into
wo basic categories: two-stage methods (Girshick, 2015; Ren et al.,
015; He et al., 2017; Cai and Vasconcelos, 2021) and one-stage
ethods (Lin et al., 2017; Tian et al., 2019; Zhang et al., 2020; Li et al.,
020). Recently, Detection Transformer (DETR) (Carion et al., 2020)
nd its variants (Meng et al., 2021; Zhu et al., 2021; Liu et al., 2022;
i et al., 2022b; Chen et al., 2022b) (collectively referred to as DETRs
n this paper) have grown into a new paradigm for object detection.
ETRs utilize transformer (Vaswani et al., 2017) as the detection head

o directly predict the set of objects through the interaction between
bject queries and visual features, free from multiple hand-designed
omponents such as anchors and Non-Maximum Suppression (NMS).
owever, existing DETRs usually suffer from high computational over-
ead, which limits their practical applications. By investigating the

essential components of DETRs, we found that the transformer-based
head usually occupies a significant amount of computation (e.g., com-
parable to a ResNet-50 backbone network). This observation inspired
us to explore methods to reduce the computational cost of the heavy
transformer head for a better balance between accuracy and efficiency.

∗ Corresponding author at: Department of Computer Science and Technology, THU-Bosch JCML Center, Tsinghua University, Beijing, 100084, China.
E-mail address: xlhu@mail.tsinghua.edu.cn (X. Hu).

Previous works on improving the efficiency of DETRs primarily fo-
cused on developing more compact networks (Chang et al., 2022; Chen
et al., 2022a; Roh et al., 2022; Wang et al., 2021), while overlooking
the inherent differences in difficulty levels among different images.
To address this, we conducted an investigation to determine whether
it is necessary to employ a heavy transformer head for each image. By
comparing the predictions of heavy and light transformer heads, we
discovered that for easy images (e.g., images with only a few distinct
objects), the light head was sufficient in producing good results. As
depicted in Fig. 1, the two heads generated similar predictions for the
easy image, but exhibited a larger discrepancy for the hard image (e.g.,
images with more objects and occlusion). This observation motivated us
to design a model that dynamically process images of varying difficul-
ties using transformer heads with different computational complexities.
Our proposed model assigns easy images to lighter heads, while leaving
the hard ones to heavier heads, which is expected to achieve a more
favorable balance between accuracy and efficiency.

To realize this idea, we construct a DETR model that incorporates
multiple heads with varying computational complexity and propose a
dynamic head switching (DHS) strategy to select the most proper head
for each image during inference. The lighter heads are constructed
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Fig. 1. Illustration of our motivation. For easy images (1st row), the light transformer
ead is sufficient to yield good predictions and is faster. For hard images (2nd row), the
eavy transformer head predicts much better than the light head. Assigning images of
ifferent difficulties to different transformer heads might allow for a better accuracy–

efficiency trade-off.

via reducing the number of transformer layers in the original DETR
ead. These lighter heads are then added in parallel to the original
ead in the backbone network, and jointly trained using ground-truth
nnotations (i.e., all these heads are trained on each training image).
o enable the dynamic switching between heads, we incorporate a

ightweight module, such as a 3-layer MLP, into the backbone. This
odule is finetuned after the training of the DETR model with multiple
eads. During finetuning, the module is optimized using the Gumbel-
oftmax technique (Jang et al., 2017) for end-to-end optimization.

During inference, the most appropriate head is selected for each image
ased on its prediction. By adjusting the budget restriction of the
ynamic switching module, we are able to control the overall aver-
ge computational complexity. This offers an additional advantage of
lexibility, enabling our model to work with different computational
udgets without requiring re-training of the entire network.

To address the potential decrease in accuracy when executing the
lighter heads, it is important to carefully consider the design and train-
ing of suitable lighter heads. There are two main aspects to consider:
(1) Since the transformer head typically consists of an encoder and a de-
coder, we search for good recipes (i.e., number of encoder and decoder
layers, respectively) that improve efficiency while maintaining high
accuracy. (2) To further benefit from the joint training of the multiple
heads, we propose online head distillation (OHD). This approach involves
guiding the learning of the lighter heads during training by leveraging
the knowledge from the original heavy head. OHD is applied to both
the encoder and decoder of the transformer head.

To summarize, our method enables the detector to process images
of different difficulty using heads with different computational com-
plexity, shifting the focus from solely pursuing accuracy to achieving a
balance between accuracy and efficiency that better aligns with real-
world scenarios. Extensive experiments conducted on the MS COCO
dataset validated the effectiveness of the proposed method, which
achieved competitive results while offering remarkable flexibility for
scenarios with different computational budgets. Our contributions are
as follows:

• We analyzed the computational overhead and predictions of the
DETR head and proposed a dynamic head switching (DHS) strat-
egy for a better balance between accuracy and efficiency during
inference.
2

• We proposed online head distillation (OHD) which improves the
accuracy of lighter heads by leveraging the knowledge from
heavier heads during training.

• Extensive experiments on the MS COCO dataset demonstrated
that the proposed methods achieved competitive results with
promising flexibility under various computational budgets.

2. Related work

Object Detection. Existing object detection methods can be roughly
divided into two-stage (Girshick, 2015; Ren et al., 2015; He et al.,
2017; Cai and Vasconcelos, 2021) and one-stage methods (Lin et al.,
2017; Tian et al., 2019; Zhang et al., 2020; Li et al., 2020). Two-
stage methods typically generate dense proposals via RPN, and then
xtract RoI features to refine the prediction results. One-stage methods

directly predict the bounding boxes and classification probabilities
ith dense anchor boxes (Lin et al., 2017) or anchor points (Tian
t al., 2019; Li et al., 2020; Tian et al., 2019). Duplicate predictions

are removed through NMS (Girshick et al., 2014) in these methods.
Recently proposed Detection Transformer (DETR) (Carion et al., 2020)
and its variants (Meng et al., 2021; Zhu et al., 2021; Liu et al., 2022;
Li et al., 2022b) are gradually becoming a new paradigm for object
etection. DETR regards object detection as a set prediction problem,

directly predicting bounding boxes and classes of objects. Being free of
redundant designs such as anchor and NMS makes DETR much more
oncise. However, the existing DETR-like methods still suffer from the
eavy backbone and transformer heads. In this work, we focus on a

better trade-off of the accuracy and efficiency of transformer head in
DETRs with dynamic head switching and online head distillation. Our
method applies to any DETR variants.

Knowledge Distillation. Knowledge distillation (Hinton et al.,
2015) was first proposed for building compact classification models.
By mimicking soft labels, learned knowledge can be transferred from
he heavier teacher network to the lightweight student network (Liang

et al., 2023; Wang et al., 2023). In recent years, several methods (Li
et al., 2017; Chen et al., 2017; Wang et al., 2019; Zheng et al., 2022;
Yang et al., 2022a; Nguyen et al., 2022; Li et al., 2022a) have been
roposed to extend knowledge distillation to object detection. Early

works (Li et al., 2017; Dai et al., 2021; Chen et al., 2017) focus
n two-stage detectors, while other works (Wang et al., 2019; Zheng

et al., 2022; Du et al., 2021; Yang et al., 2022a; Li et al., 2022a) are
oncerned more with one-stage detectors (i.e., dense object detectors).
owever, directly applying these methods to DETRs might be sub-
ptimal due to their specialized designs. A challenge is how to align
he outputs of teacher and student, as DETRs directly predict objects
ith a transformer head, rather than based on fixed anchor points or
nchor boxes. Several more recent works (Chang et al., 2022; Chen

et al., 2022a; Wang et al., 2022) have proposed distillation strategies
dedicated to DETRs, e.g., feeding the teacher’s object queries into
the student network to align their outputs. These works focus on
compressing the backbone networks and require well-trained teacher
networks in advance. Instead, we employ online knowledge distillation
to improve the accuracy of the light head to incorporate dynamic head
switching to realize a better accuracy–efficiency trade-off.

Dynamic Neural Networks. Dynamic neural networks include dy-
namic parameter and dynamic architecture methods, which enable
advantages in terms of accuracy, efficiency, and adaptiveness by ad-
justing their parameters and structures for different inputs, respec-
tively (Han et al., 2022). In this work, we focus on dynamic architecture
pproaches. One set of these methods reduces the computation on
imple inputs by early exiting or skipping (Wang et al., 2018; Huang

et al., 2018; Bolukbasi et al., 2017; Liu et al., 2017). Another line
f work adjusts the computational graph for different inputs by dy-

namic routing (Liu and Deng, 2018; Hehn et al., 2020; Tanno et al.,
2019). However, these methods are limited to classification tasks. PnP
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DETR (Wang et al., 2021) and Sparse DETR (Roh et al., 2022) im-
prove the computational efficiency of DETR’s encoder by dynamically
skipping background tokens. But these methods still employ detection
heads with same computational complexity for images of varying dif-
ficulty. Complementary to them, we propose a more general method
that adaptively switches the head for images of different difficulties.

Efficient Detection Transformers. In addition to the dynamic
neural network method discussed earlier, recent studies have focused
on enhancing the efficiency of DETR through various approaches (Li
t al., 2023; Zhao et al., 2024; Yao et al., 2021). Lite DETR (Li et al.,

2023) improves efficiency by decoupling the multi-scale self-attention
ithin the encoder. RT-DETR (Zhao et al., 2024), on the other hand,

everages a hybrid encoder and high-quality initial queries to reduce
computational cost while preserving accuracy. Efficient DETR (Yao
t al., 2021) utilizes a dense detection head to predict the initial object
uery, thereby lessening reliance on the number of decoder layers. Our

proposed method, in comparison to these approaches, is more versatile
and can be applied to a range of DETR variations, including the ones
mentioned above.

3. Methods

We first provide a succinct review of DETR, followed by an analysis
of the computational cost associated with its essential components. This
analysis motivated us to consider how to reduce the computational cost
of the transformer head. We subsequently present an overview of our
proposed method and provide a detailed description of each module.

3.1. Preliminaries

The architecture of DETR (Carion et al., 2020) consists of three
omponents: a backbone network, a transformer encoder, and a trans-

former decoder. Given an input image 𝐼 ∈ R3×𝐻0×𝑊0 , the backbone
etwork (e.g., ResNet 50) is used to generate the feature map 𝐹𝑏 ∈

R𝐶×𝐻×𝑊 , which is further processed by the encoder containing multiple
transformer layers (usually 6 layers) to generate an enhanced feature
map 𝐹𝑒 ∈ R𝐷×𝐻×𝑊 . 𝐹𝑒 is then fed into the decoder (typically with 6
transformer layers) to perform cross-attention with 𝑁 learnable object
queries, obtaining the final predictions 𝑦̂ = {𝑦̂𝑖}𝑁𝑖=1. During training,
he optimal bipartite matching (denoted as a permutation 𝜎) between
he prediction 𝑦̂ and the ground-truth 𝑦 (padded with no object) is first
alculated:

𝜎̂ = arg min
𝜎

𝑁
∑

𝑖=1
mat ch(𝑦𝑖, 𝑦̂𝜎(𝑖)), (1)

where mat ch is a matching cost function. The detection loss det r is then
computed over pairs of the matched prediction and the ground-truth.
Transformer Decoder. Given a set of object queries 𝑄 = {𝑄𝑖}𝑁𝑖=1 ∈
R𝑁×𝐷, the decoder aggregates the 𝑖−th query’s feature 𝑍𝑖 ∈ R𝐷 from
the encoder feature map with cross-attention1:

𝑍(𝑚)
𝑖 = Sof t max(𝑄(𝑚)

𝑖 𝐾 (𝑚)
𝑖

⊤
∕
√

𝐷)𝑉 (𝑚)
𝑖

⊤

= 𝐴(𝑚)
𝑖 𝑉 (𝑚)

𝑖
⊤
, (2)

where 𝑚 indicates the index of attention head (in multi-head attention)
nd 𝑄(𝑚)

𝑖 , 𝐾 (𝑚)
𝑖 , and 𝑉 (𝑚)

𝑖 are obtained by linear projections of 𝑄𝑖, 𝐹𝑒 and
𝑒 respectively. This operation can be interpreted as weighting image
eatures from the encoder with attention maps 𝐴(𝑚)

𝑖 ∈ (0, 1)𝐻×𝑊 . After
hat, the object features 𝑍𝑖 is obtained by concatenating features from
ifferent heads and applying a linear transformation matrix 𝑊 𝑜:

𝑍𝑖 = Concat (𝑍(1)
𝑖 ,… , 𝑍(𝑀)

𝑖 )𝑊 𝑜⊤, (3)

where 𝑀 stands for the total number of heads. Finally, two MLPs are
applied to 𝑍𝑖 for predicting object class and bounding box, respectively.

1 We write it without flattening for the convenience of later derivation.
3

Fig. 2. Inference time of each essential component of DETRs. ‘Other’ indicates the time
cost of pre-processing and post-processing. ResNet-50 backbone was used here.

Since the original DETR (Carion et al., 2020) suffer from slow con-
vergence, various works (Meng et al., 2021; Liu et al., 2022; Li et al.,
2022b) have been proposed to accelerate it in different ways.

3.2. Analysis on computational cost

To identify the key factors influencing DETR’s efficiency, we ana-
lyzed the computational cost during inference (measured as inference
time) of the essential components by taking DETR and Conditional
DETR as example. As shown in Fig. 2, the inference cost of the trans-
former head (including both the encoder and decoder) is usually as
large as the backbone (i.e., ResNet-50). To improve model efficiency,
most existing studies focused on designing or learning efficient back-
bones (Howard et al., 2017; Zhang et al., 2018; Chang et al., 2022;
Wang et al., 2022; Chen et al., 2022a). In this work, we explored
 complementary way by learning efficient heads for DETRs. This
nalysis suggests that it is promising to greatly enhance the efficiency
f DETRs by learning efficient heads.

3.3. Overview of the proposed method

Fig. 3 illustrates the overview of the proposed method. We attach
multiple transformer heads in parallel to the backbone network and
train them jointly with the supervision of the ground-truth (i.e., all
hese heads are trained on each image). The switching module is then
ine-tuned to assign different heads to input images with different
ifficulties. During inference, for a given image, one of the heads
s selected according to the prediction of the switching module. To
inimize the accuracy drop when executing the light head, we further
ropose an online head distillation to transfer the knowledge from
eavier head to lighter heads during training.

3.4. Head recipes

We first investigate how to construct these light heads to maximize
efficiency while preserving accuracy. The lighter heads are built by
educing the number of transformer layers based on the original head.
s the head typically includes the encoder and decoder, it is worth
xploring how much each should be scaled down. To select suitable
ead recipes, following Yang et al. (2022b), we propose Accuracy Cost

Ratio (ACR) as a quantitative metric. ACR is negatively correlated
with the accuracy drop while positively correlated with the efficiency
gain, where accuracy and efficiency are measured by mAP and FPS,
respectively. Our ACR is defined as

ACR = 0.5 × (1 − 𝛥AP
APo

) + 0.5 × 𝛥FPS
FPSo

, (4)

where APo and FPSo denote the mAP and FPS of the original head,
respectively, and 𝛥AP and 𝛥FPS represent the decrease in mAP and the
ncrease in FPS after reducing the number of layers, respectively. ACR

is normalized into [0, 1]. We favor heads with higher ACR, which offer
better accuracy–efficiency trade-off.
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3.5. Dynamic head switching

The dynamic head switching strategy is designed to dynamically
assign proper heads to images of different difficulty via a lightweight

odule (denoted as 𝜙𝑑). The module is implemented as a 3-layer MLP
ttached to the backbone network (Fig. 3(c)). We first present how

to implement head selection and then explain how to optimize this
module.

The head selection is determined by an onehot vector 𝒛 ∈ {0, 1}𝑛,
where 𝑛 is the number of heads, such that the 𝑖th head is selected if and
only if 𝒛𝑖 = 1. Specifically, given image features 𝐹𝑏, we let the module
𝜙𝑑 predict the probabilities of selecting each head 𝒑 = 𝜙𝑑 (𝐹𝑏) ∈ (0, 1)𝑛.
During inference, the head with the largest probability (denoted as ℎ𝑖∗ )
is executed:

𝑦̂inf er ence = ℎ𝑖∗ (𝐹𝑏), 𝑖∗ = arg max
1≤𝑖≤𝑛

𝒑𝑖, (5)

where 𝑦̂inf er ence is the output of the object detector.
The module is expected to achieve as high accuracy as possible

or a given computational budget (measured by the average FLOPs
uring inference). We formalize the optimization of the module as a
onstrained optimization problem, which minimizes the detection loss
det r under given computational budget constraint budget . We solve for
𝜙𝑑 by gradient descent via the following equation:

min
𝜙𝑑

det r + 𝜆budget ⋅ budget , (6)

where 𝜆budget is a hyperparameter.
The backward propagation of the head selection poses a discrete

optimization problem since argmax in Eq. (5) is not differentiable. To
address this problem, during training, we employ the Gumbel-Softmax
technique (Jang et al., 2017), which calculates the onehot vector 𝒛 as

𝒛 = onehot
(

arg max
𝑖≤𝑛

[𝑔𝑖 + log 𝑝𝑖]
)

, (7)

where the noise 𝑔𝑖 is i.i.d sampled from the Gumbel(0, 1) distribution.
q. (7) is differentiated with the Straight-Through Gumbel Estima-

tor (Jang et al., 2017). The output 𝑦̂t r ain is then determined by 𝒛 for
alculating the detection loss det r ,

𝑦̂t r ain =
𝑛
∑

𝑖=1
𝒛𝑖 ⋅ ℎ𝑖(𝐹𝑏). (8)

To determine the computational budget loss budget as shown in Eq. (6),
we first estimate the average computational cost 𝐶̄ by taking the mean
of the FLOPs of the selected transformer heads within the mini-batch:

𝐶̄ = mean(
𝑛
∑

𝑧𝑖 ⋅ 𝐶𝑖), (9)

𝑖=1

4

where 𝐶𝑖 is the FLOPs of 𝑖th head, and the mean operation is carried
out across the mini-batch. Subsequently, the computational budget loss
is evaluated as:

budget = max{𝐶̄∕𝑇 − 1, 0}. (10)

When 𝐶̄ exceeds the target computational budget (denoted as 𝑇 ), the
oss is positively correlated with 𝐶̄; Otherwise, it is 0.

To enable the detector to work well with different budgets, we
ine-tune a set of modules 𝜙𝑑 using Eq. (6) with different budget 𝑇

in parallel. Specifically, during fine-tuning, the backbone network and
the transformer heads are both frozen and only the dynamic switching
modules are updated. The cost of fine-tuning is marginal since 𝜙𝑑 is
very lightweight.

3.6. Online head distillation

To minimize accuracy drop when executing the light heads and
benefit more from joint training of multiple heads, we propose online
head distillation to transfer knowledge in the heavier head to the
lighter heads during training, including both the encoder distillation
and decoder distillation (Fig. 3(a)).
Encoder Distillation. We perform feature distillation for the encoder
of the heads. A naive solution is to calculate the mean squared error
(MSE) between two encoder feature maps directly. However, this solu-
ion might be sub-optimal since many locations on the feature map that
re not critical for prediction may dominate the gradient, as discussed
n previous studies (Wang et al., 2019; Kang et al., 2021; Du et al.,

2021; Li et al., 2022a). To emphasize valuable encoder features, we
reuse the attention map corresponding to positive object queries (i.e.,
the ones matched the ground-truth objects). Intuitively, regions with
arger attention weights may have a stronger influence on the final
rediction and are thus more important. We therefore derive encoder
istillation with MSE loss weighted by multi-head attention maps of the
ositive object queries:

encoder = 𝜆encoder ⋅ 𝐴ℎ ⊙ ‖𝐹 ℎ
𝑒 − 𝐹 𝑙

𝑒‖2, (11)

where 𝐹 ℎ
𝑒 , 𝐹 𝑙

𝑒 ∈ R𝐷×𝐻×𝑊 denote the encoder feature maps of the heavy
head and light head, respectively. 𝜆encoder is the loss weight. The 𝑙2-
norm ‖⋅‖2 is calculated on the channel dimension. Operator ⊙ stands for
element-wise product and summation. 𝐴ℎ ∈ (0, 1)𝐻×𝑊 represents the
average attention map of multi-head attention (i.e., 𝐴(𝑚)

𝑖 in Section 3.1)
of positive object queries in the heavy head.
Decoder Distillation. For decoder distillation, a critical problem is
ow to align object queries of the teacher and the student (Chen et al.,

2022a; Chang et al., 2022; Wang et al., 2022). Similar to Eq. (1),



H. Chen, C. Tang and X. Hu Computer Vision and Image Understanding 248 (2024) 104106

h

a


o

d

c

C
w

Fig. 4. Overall results. Each curve or individual point represents a individually trained model. (a)–(c) presents comparisons under various backbone networks, whereas the detectors
were fixed to Conditional DETR. (d)–(f) presents comparisons under various detector frameworks, whereas the backbone networks were fixed to ResNet-50. The meaning of the
marks is indicated by the legend in the lower right corner.
p
t
e
o
o

a

we first perform bipartite matching between the predictions from the
eavy head and the light head (denoted as 𝑦̂ℎ and 𝑦̂𝑙, respectively):

𝜎̂′ = arg min
𝜎′

𝑁
∑

𝑖=1
mat ch(𝑦̂ℎ𝑖 , 𝑦̂𝑙𝜎′(𝑖)). (12)

Then, we compute the knowledge distillation loss for outputs and
ttention maps of the matched object queries:

decoder =
𝑁
∑

𝑖=1

[

det r (𝑦̂ℎ𝑖 , 𝑦̂𝑙𝜎̂′(𝑖)) + 𝜆at t ⋅MSE(𝐴ℎ
𝑖 , 𝐴𝑙

𝜎̂′(𝑖))
]

, (13)

where det r is the same function as detection loss in DETR (Carion et al.,
2020), and 𝜆at t is a balancing factor. A minor adjustment is made to
det r by substituting the focal loss with binary cross entropy loss in
rder to deal with the float-type class probabilities of 𝑦̂ℎ𝑖 . 𝐴ℎ

𝑖 , 𝐴𝑙
𝜎̂′(𝑖) are

the attention maps corresponding to the 𝑖th and 𝜎̂′(𝑖)-th object queries
in the heavy and light heads, respectively.

The total knowledge distillation loss is the sum of both encoder and
ecoder distillation losses,

k d = encoder + decoder . (14)

The combination distills the knowledge in both the encoder and de-
oder to achieve better accuracy.

4. Experiments

4.1. Experimental setting

Our experiments were mainly conducted on the challenging MS
OCO (Lin et al., 2014) dataset. The box AP on the validation set
as reported. Our experiments covered various representative variants
5

of DETR,2 including Conditional DETR, DAB DETR, DN DETR and
DINO, as well as various backbone networks. We default to two heads
containing 1-layer encoder, 3-layer decoder and 6-layer encoder, 6-
layer decoder, respectively. The model was initialized from ImageNet
re-training and trained for 50 epochs, except for DINO which was
rained for 12 epochs. The switching module was fine-tuned for 4
pochs while keeping all other parameters frozen. Our code is based
n detectron2 (Wu et al., 2019) and detrex (Ren et al., 2022). All
ther hyper-parameters were kept consistent with the original setting.

Most of our experiments were conducted on 8 NVIDIA 3090 GPUs.
More implementation details are available in Appendix A.

4.2. Main results

We present the overall results in Fig. 4. As our motivation is to
enable the single model to perform well under different computational
budgets, we constructed the following baselines for comparison, which
adapt to different computational budgets by modifying the head recipes
(i.e., number of encoder and decoder layers). These models are static
nd share the same computational complexity for different images.

• Baseline 1: removing several layers. Since most existing models
cannot change their computational cost once trained, we provide
a preliminary baseline by shrinking the decoder of a trained
model at inference, i.e., using the output of intermediate decoder
layers instead of the last decoder layer. As shown in Fig. 4 (red
solid line), the baseline can only work under a few fixed budgets,

2 As the original DETR is known to converge very slowly, we did not
directly perform experiments on it.
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Fig. 5. Visualization of the predictions and switching probabilities. The 1st-2nd rows present some easy images while 3rd-4th rows present some hard images. The selected and
not selected heads are denoted by ✓ and ✕, respectively.
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making it less flexible. Besides, the baseline performs poorly when
the budget is limited.

• Baseline 2: removing several layers and re-training. Another
alternative is to train a set of individual models with different
computational overheads by using different head recipes during
training. We present the results of these individual models as blue
triangles in Fig. 4 (i.e., each corresponds to a specified numbers
of encoder and decoder layers). The performance of these models
varies according to the head recipes. While some of these models
achieved considerable results at specific computational budgets,
they lacked flexibility at inference and were costly to train them
all.

For the proposed model, different sampling points (purple stars)
corresponded to different computational budgets. Specifically, we took
one of the switching modules trained with different computational
budgets to (Section 3.5) and performed the inference with dynamic
head switching of that module. The advantages of the proposed method
include two aspects: (1) flexibility : once trained, the proposed model
can be switched to different computational budgets at inference, which
baseline 2 is unable to achieve; (2) better trade-off between accuracy and
efficiency : under different computational budgets, the proposed method
achieved higher accuracy compared to baseline 1 and competitive re-
sults with the optimal head recipes of baseline 2. Note that the module
typically brings only 0.01 GFLOPs of computational overhead, which is
negligible compared to the detection heads. Furthermore, our method
6

consistently demonstrated advantages across different detection heads
nd backbone networks, highlighting its generalizability.

4.3. Qualitative analysis

To qualitatively show the effect of DHS, we visualized the predicted
robabilities of the dynamic switching module and the predictions of
he two transformer heads in Fig. 5. The predicted probabilities for the

heads are denoted as 𝑝1, 𝑝2 respectively. For simple images containing
only a few distinct objects, the module prefers the light head. For
xample, the images in the first two rows only contain one or two
bjects and these objects are clearly distinguished from the background
nd each other. The module confidently selected the lighter head, as its
redictions were as accurate as those of the heavier head. In contrast,
he last two rows of images depict scenes with multiple objects and
cclusions. In these cases, the lighter head performed noticeably worse
han the heavier head, for example, resulting in missing objects. The
witching module correctly selected the heavy head for these images.
hese results demonstrate that the proposed DHS is capable of selecting
he appropriate head based on the difficulty level of the image.

4.4. Ablation study

We conducted ablation experiments to verify the effectiveness of
the proposed method. The experiments were conducted on Conditional
DETR with ResNet-18 as the backbone network, trained for 24 epochs
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Table 1
Accuracy cost ratio of different heads. FPS was measured on the same V100 GPU with
input size (1333, 800).

Enc. Dec. FPS GFLOPs #Params. AP ACR

6 6 31.6 47.9 30.7M 32.9 0.50

6 3 41.5 44.9 25.2M 31.2 0.59
3 6 35.1 43.2 26.8M 32.2 0.54
1 6 37.6 40.1 24.2M 31.3 0.55

3 3 47.4 40.2 21.3M 30.0 0.62
3 1 63.0 38.2 17.6M 19.6 0.41
1 3 52.5 37.1 18.6M 28.2 0.62

0 3 54.4 35.5 17.3M 25.9 0.57

Table 2
Ablation study on the joint training. R18-x-y indicates model (with ResNet-18 as
backbone) contains x layers of encoder and y layers of decoder.

R18-1-3 R18-6-6

AP AP50 AP75 AP AP50 AP75
Individually 28.2 46.8 29.0 32.7 52.5 33.6

Jointly 28.4 46.8 29.4 33.1 52.9 34.4
w/ OHD 30.0 49.0 30.9 33.4 53.2 34.8

Table 3
Ablation study on the number of heads. R18-x-y indicates model (with ResNet-18)
contains x layers of encoder and y layers of decoder.

R18-1-3 R18-3-3 R18-6-6

AP AP50 AP AP50 AP AP50
Individually 28.2 46.8 30.0 48.9 32.7 52.5

Jointly (2 heads) 28.4 46.8 – – 33.1 52.9
Jointly (3 heads) 27.3 45.3 29.3 47.8 31.3 50.1

(to save training time). By default, we used two heads containing 1-
layer encoder, 3-layer decoder and 6-layer encoder, 6-layer decoder,
respectively. We started by exploring the proper head recipes, and then
investigated the effect of the proposed method and alternatives.
Head Recipes. We first studied how to select suitable detection head
recipes with favorable trade-offs between accuracy and efficiency. We
ompared the models with encoder and decoder differing in the number
f transformer layers in Table 1. We found that several recipes achieved

better accuracy cost ratio (ACR, as described in Section 3.4). For exam-
ple, the model with a 1-layer encoder, 3-layer decoder head improves
FPS by 66% over the original model with a 6-layer encoder, 6-layer
decoder head, while only reducing AP by 14%. We consequently chose
these heads as the default light heads. The recipe allows the DHS to
work well with the lowest budget.
Joint Training. We investigated the effects of joint training (i.e., train-
ng two heads on a shared backbone) in Table 2. We compared this

training method to the individual training of two standalone networks.
e found that our model achieved a slight improvement (0.2–0.4% AP)

ven without online head distillation. This could be attributed to that
the back propagation of both heads allows more sufficient supervision
of the backbone network. These results ensure that our final model
works well with both the highest and lowest computational budgets.
Number of Heads. We compared the results of training 2 and 3 heads
imultaneously in Table 3. We found that when more heads were

used, the performance of each head was degraded. It could be that
too many heads over-supervised the backbone network, with different
heads having conflicting requests for backbone features, causing each
head suboptimal. Given that the performance of each heads directly
affects the final result, and that more heads impose additional training
cost, we use two heads by default.
Online Head Distillation. We compared the results under different
computational budgets for the model with and without OHD in Fig. 7.
The overall performance of the model was significantly improved with
7

Table 4
Results of online head distillation on different head recipes.

Enc. Dec. OHD AP AP50 AP75 APS APM APL

1 3 28.2 46.8 29.0 11.9 30.5 41.8
✓ 30.0 49.0 30.9 12.6 32.6 44.6

3 3 30.0 48.9 30.7 12.5 32.0 45.0
✓ 31.8 50.9 33.3 13.9 33.9 48.2

3 6 32.2 52.0 33.4 13.7 34.7 48.3
✓ 33.1 52.9 34.5 14.1 35.6 49.8

OHD. Additionally, we note that OHD also improved the heavy head
slightly, which could be attributed to the backbone sharing of the
eads. To further validate the generalizability of OHD, we conducted
xperiments with different head recipes. We varied the number of
ncoder and decoder layers for the lighter head, keeping the heavier
ead constant (i.e., 6-layer encoder and 6-layer decoder). As shown

in Table 4, OHD achieved consistent improvements over these lighter
heads. These experiments validated the effectiveness and generalizabil-
ity of the proposed online head distillation method, mitigating accuracy
drop when executing the lighter heads. More ablation studies on OHD
are provided in Appendix B.
Switching Strategies. To investigate the impact of dynamic switching
trategies, we set two heuristic baselines: (1) Switch according to the
umber of objects (termed as count), i.e., estimating the number of
bjects in the image and assigning a heavy head if the number of objects
xceeds a threshold. (2) Switch according to the degree of crowding
termed as mIoU), i.e., estimating the mean box IoU between all object
airs in the image and assigning a heavy head if the mean IoU exceeds
 threshold. Models under different computational budgets could be
btained by adjusting the thresholds. Furthermore, we estimated an
ptimal switching strategy that, within a given budget, prioritizes
ssigning the heavier head to the image that exhibited a larger ac-
uracy difference between the two heads (measured by the mean
oU of predictions and their matched GT). The results are shown in

Fig. 6(a), where 𝛥AP represents the improvement relative to randomly
executing two heads according to the computational budget. Details
about these heuristic baselines and the definition of 𝛥AP are available
in Appendices C and D, respectively. Our dynamic switching strategy
yielded best results, suggesting that judging the difficulty of an image
solely based on the number of objects or crowding is sub-optimal.
Switching Module. We compared the effect of pooling size and number
of channels on the final result in Fig. 6(b) and (c). Larger pooling sizes
preserved more spatial information and therefore led to better results,
with saturation when the pooling size was larger than 8. Our module
was not sensitive to the number of channels, yet too few channels (i.e.,
4) yield more variance. Accordingly, we defaulted to 8 and 128 as the
ooling size and the number of channels, respectively.

5. Conclusions

In this work, we investigated how to improve the accuracy of
DETR-like models under different computational budgets to pursue a
better trade-off between accuracy and efficiency. We first analyzed the
essential components of DETR and found that the transformer head of
DETR typically incurs significant computational overhead. Motivated
by the observation that heavy and light heads predict similar results on
easy images, we proposed dynamic head switching to adaptively select
the proper head according to the difficulty of the image. To alleviate
accuracy degradation, we further proposed online head distillation to
improve the accuracy of the light heads with the guidance of the
heavy head. The proposed method allows the model to adaptively
process the images, enabling a better trade-off between accuracy and
efficiency. Extensive experiments on the MS COCO dataset verified the
effectiveness of the proposed method. We hope our work could inspire

future studies toward dynamic and efficient DETRs.
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Fig. 6. Ablation studies of dynamic head switching module. 𝛥AP represents the improvement relative to randomly executing two heads according to the computational budget.
(a) Different switching strategy. count and mIoU denote the heuristic switching strategies for comparison. (b) Different pooling size. (c) Different number of channels. Each
xperiment was conducted three times, with solid lines indicating the mean and shaded areas indicating the standard deviation. The black dashed line indicates the estimated
ptimal switching strategy. Best viewed in color.
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Fig. 7. Results under different computational budget w/ and w/o OHD.
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Appendix A. More implementation details

Dynamic switching module. Given image features, the dynamic switch
ng module first downsamples them to a fixed size of 𝑚 × 𝑚 using max
ooling (𝑚 is set to 8 by default). The pooled features are then flattened
nd passed through two fully-connected layers. The number of hidden
ayer channels is set to 128, and the activation function used is GELU.
inally, the features pass through one more fully-connected layer with
 c

8

Table B.5
Comparison of different distillation strategies. ‘+’ means the method is performed on
the basis of encoder distillation.

AP AP50 AP75 APS APM APL
baseline 28.2 46.8 29.0 11.9 30.5 41.8

FitNet-style 29.0 47.7 30.1 12.4 31.4 43.8
Ours (Encoder) 29.5 48.3 30.3 12.7 31.9 43.8

+ D3DETR-style 29.0 47.4 29.9 12.6 31.3 43.4
+ Ours (Decoder) 30.0 49.0 30.9 12.6 32.6 44.6

output channels 𝑛, which corresponds to the number of heads. The
module was fine-tuned after training the DETR with multiple heads,
keeping the rest of parameters frozen. We used the AdamW optimizer

ith a learning rate of 10−5 and fine-tuned for 4 epochs, using a batch
size of 16. In our experiments, we set 𝜆budget in Eq. (6) to 10.
Online head distillation. The loss weights of encoder and decoder
distillation (𝜆encoder and 𝜆decoder) were set to 10 and 1, respectively. For
DINO, which utilizes deformable attention instead of the standard cross
attention, we followed to Eq. (11) and applied the same sampling points
s query for the L2 loss in encoder distillation. The decoder distillation

was not performed in this case.

Appendix B. More details about OHD

We compared different implementations of online head distillation
in Table B.5. For encoder distillation, our method outperforms FitNet-
style distillation, which assigns the same weights to all locations. This
improvement is reflected in a 0.5% increase in AP. This result suggests
that regions where the model paid more attention to are more critical
in distillation. For decoder distillation, we compared different methods
based on encoder distillation. Some previous works (Chen et al., 2022a;
Chang et al., 2022; Wang et al., 2022) also feed the teacher’s object
ueries into the student’s decoder to align the predictions for knowl-

edge distillation. We empirically found that this practice does not apply
to online knowledge distillation since the teacher object queries are
variable during training. We observed that directly applying D3DETR-
style method led to a decline in accuracy. The reason could be that
feeding the variable object queries into the student head misled the
bipartite matching process and led to unstable training. Instead, our
decoder distillation method achieved a 0.5% improvement in AP over
ncoder distillation, demonstrating its effectiveness.

Appendix C. More details about the heuristic baselines

The heuristic switching strategies were used as baselines for DHS.
o determine the difficulty of an image, we employed heuristic rules
hat assign heads based on the number of objects or the degree of
rowding. To achieve that, we used two 3-layer MLP 𝜙 and 𝜙
obj IoU
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Table E.6
Quantitative comparison between easy and hard samples. For images with different
numbers of objects, we computed the mean switching probabilities for the heavier
head (head 1) and the lighter head (head 2) respectively, as well as the mean IoU of
their predictions with respect to the matched GT.

#Objects <2 [2, 4) [4, 8) [8, 16) ≥16

mean 𝑝1 0.175 0.279 0.645 0.881 0.985
mean 𝑝2 0.825 0.721 0.355 0.119 0.015

mean IoU1 0.845 0.867 0.792 0.703 0.626
mean IoU2 0.841 0.860 0.782 0.693 0.614

(shared the same structure as 𝜙𝑑 in Section 3.5) to estimate the number
of objects and the mean IoU of boxes, respectively. The mean IoU
is calculated by considering all pairs of ground-truth boxes in the
image. The MLP has a hidden layer with 128 channels and the GELU
activation function is used. No activation function is applied to the last
layer. To train these modules, we use the mean squared error (MSE)
loss with a loss weight of 𝜆ℎ (𝜆ℎ = 10 in our experiments). After
training the DETR model with multiple heads, we incorporated these
two modules and fine-tuned them for 4 epochs each, while keeping all
other parameters frozen. The setups were consistent with Appendix A.
During inference, we adjust a threshold and execute the heavy head if
the output of the module is above the threshold; otherwise, we execute
the light head. Different thresholds lead to models with different overall
omputational complexity.

Appendix D. More details about 𝜟𝐀𝐏

The purpose of the switching module is to choose heads with
varying computational complexity based on the image difficulty. To
measure the effectiveness of this selection, we introduce a metric called
𝛥AP, which represents the improvement in average precision (AP)
compared to randomly selecting heads within a given budget. For a
given computational budget, we determine the number of executions
of heavy and light heads that would result in an average FLOPs equal
to the budget. The detection accuracy of this execution strategy is
denoted as APr andom. The detection accuracy of the switching strategy
under evaluation is denoted as APst r at egy. We then calculate 𝛥AP as their
difference:

𝛥AP = APst r at egy − APr andom. (D.1)

Note that when the computational budget is equal to the FLOPs of the
heaviest or lightest head, all strategies reduce to selecting either the
heaviest or lightest head exclusively. Therefore, at both ends of Fig. 6,
𝛥AP is equal to zero.

Appendix E. Quantitative analysis

This section aims to present a quantitative analysis of the behavior
f the switching module in relation to image difficulty. The experimen-

tal setup was consistent with Section 4.3. Note that it is difficult to
uantitatively define easy and hard samples, because the difficulty of
n image depends on various factors. In this experiment, we gauged
ifficulty based on the number of objects within the image, as images

with a higher object count were considered more challenging. As shown
in Table E.6, for more difficult images (containing more number of
bjects), the module preferred to call a heavier head and the IoU gap
etween the two heads was larger. This observation aligned with the

findings discussed in Section 4.3, supporting the assertion that the
proposed method effectively adapted head selection based on image
difficulty.
9

Fig. F.8. Comparison of inference time and AP. The models were based on Conditional
ETR with ResNet-50 backbone. The inference times were measured on an NVIDIA
090 GPU.

Appendix F. Inference time

To validate the inference speed on real devices, we compared the
ctual inference times and AP between the proposed model and the
aselines (see Section 4.2). The results are shown in Fig. F.8. Inference

time denotes the duration taken by the model to process a single image
calculated as an average across 5000 images in the COCO validation
et). The switching module took about 0.3 ms, which is about 1% of
he total inference time. Our findings aligned with those presented in
ection 4.2, demonstrating that the proposed method delivered com-

petitive AP across various inference times while offering the flexibility
to adjust its budget after training.
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